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Abstract. Consistent illumination of virtual and real objects in aug-
mented reality (AR) is essential to achieve visual coherence. This paper
presents a practical method for rendering with consistent illumination in
AR in two steps. In the first step, a user scans the surrounding environ-
ment by rotational motion of the mobile device and the real illumination
is captured. We capture the real light in high dynamic range (HDR) to
preserve its high contrast. In the second step, the captured environment
map is used to precalculate a set of reflection maps on the mobile GPU
which are then used for real-time rendering with consistent illumination.
Our method achieves high quality of the reflection maps because the con-
volution of the environment map by the BRDF is calculated accurately
per each pixel of the output map. Moreover, we utilize multiple render
targets to calculate reflection maps for multiple materials simultaneously.
The presented method for consistent illumination in AR is beneficial for
increasing visual coherence between virtual and real objects. Addition-
ally, it is highly practical for mobile AR as it uses only a commodity
mobile device.

1 Introduction

Augmented reality is the technology which superimposes virtual objects into the
real world while accurate spatial and visual registration has to be achieved [1]. In
order to achieve accurate visual registration and visual coherence, a consistent
illumination of real and virtual objects is essential. Therefore, illumination from
the real world has to be captured and used to illuminate the virtual objects.
However, previous methods for consistent illumination were either limited to
light with low angular frequency [2, 3] or required a complex hardware setup [4–
6] which is not suitable for mobile AR.

In this paper, we propose a method for rendering with consistent illumination
in mobile AR which does not require special hardware and utilizes both low-
frequency and high-frequency illumination in the angular domain. Our method
overcomes the limitation of low-frequency lighting by reconstructing environment
map, representing real illumination, from images captured by mobile device. The
overlapping image data are accumulated and a high dynamic range (HDR) envi-
ronment map is reconstructed interactively. This map is then processed on the
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Fig. 1. The process of HDR environment map capturing and rendering with consistent
illumination in AR. From left to right: Multiple input images with different exposures
and different device orientations are combined into one HDR spherical map. This envi-
ronment map is used to calculate reflection maps on mobile GPU. Finally, the reflection
maps are used for real-time rendering with consistent illumination in AR.

mobile GPU and used for rendering of virtual objects. In order to calculate high-
quality light reflections on the virtual surfaces, our method generates reflection
maps by convolving the input map by the bidirectional reflectance distribution
functions (BRDFs) of materials in the scene. Previous methods approximated
this convolution either by MIP-mapping or by the Gaussian blur which leads
to inaccurate light reflections. We overcome this limitation by calculating high-
quality reflection maps on the mobile GPU which operates on output pixels in
parallel. The reflection maps are calculated at the beginning of the rendering
step and then they are used to render high-quality reflections in real-time. All
calculations are done in HDR. Our method utilizes multiple render targets to
simultaneously generate reflection maps for multiple shininess factors of Phong
BRDF. Additionally, we use lightmaps to precalculate ambient occlusion and
simulate a local visibility occlusion in high quality. The process of HDR environ-
ment map creation, reflection maps calculation, and rendering with consistent
illumination is depicted in Figure 1. This figure shows the tonemapped environ-
ment maps by exposure and gamma correction.

The results of this paper demonstrate the quality improvement of the ren-
dering with our method in comparison to the common MIP-mapping approach.
Moreover, we compare our results to the reference solution, rendered by offline
path tracing. Our method produces results which are close to the reference so-
lution. Both, light capturing and rendering are done on site and require only
a commodity mobile device. Therefore, our method is highly usable to render
high-quality consistent illumination in mobile AR.

The main contributions of this paper are:

– A two step method for rendering with consistent illumination in AR which
uses only a mobile device.

– A method for efficient calculation of high-quality irradiance environment
maps on a mobile GPU.

– Parallel generation of reflection maps for multiple materials.
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2 Related Work

Rendering of virtual objects with consistent illumination has been a challenging
problem in AR. In order to solve this problem, the illumination of the real
world has to be captured or estimated and then used for the rendering of virtual
objects. Previous methods which addressed this problem can be divided into two
categories based on how the real light is acquired: Methods using a light probe
(either passive reflective sphere or active camera with fish eye lens) and methods
estimating the light from a main camera image. Some of these methods estimate
the light in real-time and the others need captured illumination as an input.

Light probe methods. Methods based on light probes use a special hardware (usu-
ally a camera with a fish eye lens) to capture the illumination in high quality.
Approaches which capture the illumination in real-time and use it for rendering
in AR were presented in [7, 6, 8, 5, 9, 10]. These approaches also calculate global
illumination in an AR scene which introduces the light reflections between vir-
tual and real objects. The advantage of these methods is a high visual fidelity
of the rendered result. However, they need a high computational power and
therefore are not suitable for mobile devices. A method for consistent near-field
illumination which runs on a mobile device was presented by Rohmer et al. [11].
This method renders virtual objects lit consistently with the real world and it
calculates global illumination. Its limitation is the requirement of multiple exter-
nal cameras connected to a computer which sends the data to the mobile device
via Wi-Fi. In contrast to that our method requires only a mobile device and does
not need any additional hardware.

Other methods use the captured illumination as an input for the rendering
and then render the virtual objects with natural light. Pessoa et al. [12] used the
environment map reconstructed from multiple exposure images of a reflective
sphere. The authors also generate the first glossy, second glossy, and diffuse
map. Then these are interpolated to approximate a specific material. Our method
calculates a glossy reflection map specifically for each material. Therefore, a high
accuracy of the rendering is achieved. Meilland et al. [4] proposed a method for
dense reconstruction of HDR light field in a real scene by registering multiple low
dynamic range images with different exposures, captured by the RGB-D camera.
The reconstructed light field is then used to generate multiple light probes which
illuminate virtual objects. The similarity with our method is that we also firstly
capture an HDR environment map and then use it for rendering with consistent
illumination. An approach for fast light factorization for AR rendering based on
spherical harmonics was presented in [13].

Light estimation methods. Several methods for light source estimation from a
main camera image were proposed. The advantage of these methods is that
they do not require additional cameras or light probes. The estimation of real
illumination from shadows was proposed by Sato et al. [14]. The authors estimate
the distribution of illumination by analyzing the relationships between the image
brightness and the occlusions of incoming light. Gruber et al. [3] presented a



4 Peter Kán, Johannes Unterguggenberger, and Hannes Kaufmann

method for real-time estimation of diffuse illumination from arbitrary geometry,
captured by an RGB-D camera. This method reconstructs the real geometry and
surrounding illumination which is used for rendering of the virtual content in AR
with consistent illumination. Recently, a method for illumination estimation from
a user’s face, based on trained set of radiance transfer functions, was presented
in [2]. The limitation of the approaches for light estimation from the main camera
image is that they do not reconstruct high-frequency illumination.

Rendering with natural illumination. Once the real light is reconstructed, render-
ing with natural illumination plays an important role for achieving a consistent
appearance of virtual and real objects. Precalculation of reflection maps for the
rendering of diffuse and specular reflection was discussed in [15, 16]. Ramamoor-
thi and Hanrahan [17] proposed an efficient method for irradiance environment
maps calculation by utilizing spherical harmonics. This method is well suitable
to calculate the diffuse illumination. A fast approximation of environment map
convolution can be achieved by MIP-mapping [18–20]. Our method calculates ac-
curate convolution of illumination by the BRDF per each pixel. Therefore, it can
be used for diffuse as well as glossy, and specular materials. The methods which
used real-time rendering with natural illumination in AR by reflection maps
were presented in [12, 21–23]. Recently, Mehta et al. [24] presented a method
for physically-based rendering in AR based on GPU path tracing and real-time
filtering. Their method illuminate the scene by a captured light probe. While
producing high-quality rendering results, their method is not suitable for mobile
AR due to the requirement of high computational power which can be provided
only by a high-performance desktop GPU.

3 Consistent Illumination in AR

The proposed method for rendering with consistent illumination in AR works in
two main steps. In the first step, the user scans the environment by a mobile de-
vice. A rotational motion of the mobile device is assumed while the images of the
camera are accumulated to the spherical environment map. HDR reconstruction
is performed to capture the wide range of light intensities from the real world. In
the second step, this captured map is convolved by the BRDF of each material
in the virtual scene. The convolved reflection maps are then used for real-time
rendering. We achieve consistent illumination of virtual and real objects by using
the real world’s light to illuminate the virtual scene. The captured environment
map contains both high and low frequencies and its convolution is calculated
per each pixel on the GPU. Therefore, our method achieves high quality of the
final rendering. The details of each step are revealed in the next sections.

3.1 Illumination Capturing

In order to render the virtual objects lit consistently with the real world, real
illumination needs to be captured. For this purpose, the user scans the surround-
ing environment by a mobile device performing 360◦ rotational motion in yaw
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and pitch angles to cover the full sphere of directions. An HDR environment map
is reconstructed interactively during scanning. The environment light scanning
utilizes an approach presented in [25] to capture HDR environment map.

Each camera image is projected to the spherical environment map accord-
ing to the orientation of the device, estimated by the inertial measurement unit
(IMU) of the mobile device which includes gyroscope, accelerometer and magne-
tometer. We use the mapping to the sphere similar to Debevec [26]. Distinctly,
our map is oriented to have positive z axis (up vector) projected to the im-
age center because we prefer to have a consistent image deformation along the
horizontal direction. Geometric and radiometric calibration is performed to ac-
curately project the captured data.

High dynamic range of the reconstructed radiance data is essential to accu-
rately represent the high contrast of real light. Therefore, low dynamic range
data, captured by the image sensor, have to be converted to the HDR radiance.
Our approach for HDR reconstruction is based on the work of Robertson et
al. [27]. The inverse camera response function is reconstructed for each color
channel in the calibration process. Then, we use these functions for the HDR
reconstruction from multiple overlapping images with known exposure times [27,
25]. A mobile camera is set to the auto-exposure mode to correctly adapt ex-
posure time to the local portion of the scene where the camera is pointing. If
two images overlap, they usually have slightly different exposure time due to the
adapting auto-exposure. Therefore, we can merge the overlapping data and cal-
culate incoming radiance in HDR. The HDR reconstruction runs on the mobile
GPU and the environment map is accumulated to the floating point framebuffer
to achieve interactive speed. Additionally, we employ an alignment correction
based on feature matching to compensate the drift of IMU.

3.2 Environment Map Convolution

The captured HDR environment map is used to render virtual objects lit con-
sistently with the real world lighting. At the beginning of the rendering phase,
the environment map is convolved by the BRDF of each material to create a
reflection map which will allow fast high quality lighting. We developed a new
method for the convolution of the environment map on the GPU which is capa-
ble of convolving the map by multiple BRDFs simultaneously. Multiple render
targets are utilized for this purpose. High quality of the resulting reflection map
is achieved by taking each pixel of the input map into the calculation.

In order to enable the precalculation of reflected light we need to reduce
the number of parameters in the reflectance calculation. We assume a distant
light, represented by the captured environment map. Moreover, we calculate
only single light reflection on the surface and scene materials are assumed to be
non-emissive. Based on these assumptions, the rendering equation [28] can be
simplified to:

Lo ≈
2π

N

N∑
i=1

fr(x,ωi,ωo)Li(x,ωi) | n · ωi | (1)
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which calculates the reflected radiance Lo by taking into account each incom-
ing radiance Li from the environment map and the BRDF function denoted by
fr. The BRDF function depends on the direction of incoming light ωi, direction
of reflected right ωo and the surface position x. N stands for the number of pix-
els in the environment map and n is the local surface normal. In the following
we loosely write = instead of ≈ also when referring to the approximation of the
incoming light by the environment map. Equation 1 represents the convolution
of the environment map by the BRDF function fr. However, the BRDF func-
tion still varies with too many parameters. Therefore, we split Equation 1 into
diffuse and specular convolutions based on the assumption that the BRDF can
be separated to the diffuse and specular components.

Our rendering utilizes the Phong BRDF model [29]. In our approach, the
specular component of the Phong BRDF is divided by | n·ωi |. This modification
makes the specular reflection dependent only on the reflection of view direction
(perfect specular reflection direction) and the shininess n. Then, the term (n+1)
has to be used in the normalization factor to obey the energy conservation for
the Phong BRDF. The used BRDF model is described by the following equation:

fr = kd
1

π
+ ks

(n+ 1)

2π

cosn (α)

| n · ωi |
(2)

α is the angle between the incoming light direction and the reflected view
direction. kd and ks are diffuse and specular coefficients of the material. By
adding the Phong BRDF, we can split the Equation 1 to diffuse and specular
components and it can be rewritten to:

Lo =
2π

N

N∑
i=1

kd
π
Li(x,ωi) | n · ωi |+

2π

N

N∑
i=1

ks(n+ 1)

2π

cosn (α)

| n · ωi |
Li(x,ωi) | n · ωi |

(3)

Fig. 2. Calculation of reflection maps by convolution of the input environment map by
varying BRDF kernel. The materials with shininess 160 (left) and 20 (right) are shown.
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The diffuse (kd) and specular (ks) coefficients can be taken out of the sums.
Then, these sums can be precalculated to the diffuse and specular reflection
maps. Due to the modified Phong BRDF, the radiance reflected specularly varies
only with the mirrored view direction and shininess n. Thus, the convolution of
the specular BRDF component and the input environment map can be precal-
culated to the reflection map for a specific shininess n. In order to calculate the
reflected radiance in rendering, the specular reflection map is addressed by the
reflected ray direction. Additionally, we precalculate the irradiance environment
map (diffuse reflection map) by convolving the input environment map by the
diffuse component of Equation 3. This map is the same for each material and it
is accessed by the surface normal because it only depends on the orientation of
the surface. The calculation of reflection maps by convolving the input map by
a variable BRDF kernel is depicted in Figure 2. Finally, the reflected radiance
is calculated by summing the diffuse and specular reflected radiances (obtained
from the precalculated reflection maps), multiplied by their corresponding BRDF
coefficients kd, ks:

Lo = kdEd(n) + ksE
n
s (ωr) (4)

The terms Ed and En
s represent the calculated diffuse and specular reflection

maps. n is the shininess of the material and ωr stands for the mirror reflection
of the view direction.

All reflection maps are calculated on the mobile GPU to increase the effi-
ciency of the calculation. We use multiple render targets to calculate the maps
for multiple materials simultaneously. This efficiency enhancement is of high
benefit because most of the shader code is the same for all shininess factors ex-
cept the power of cosn (α). The algorithm for reflection maps calculation goes
through all pixels of the input map to calculate the result for a specific pixel
of the output map. The pixels of the output map are calculated in parallel by
the OpenGL rasterization pipeline. If a high output resolution is requested, our
method subdivides the 2D output space into tiles and processes them sequen-
tially. By this procedure the latency caused by the reflection maps calculation
is reduced and they can be recalculated even during rendering if needed. The
reflection maps, calculated by our method are shown in Figure 5.

3.3 Rendering with Natural Light

When the reflection maps are calculated, we use them to consistently illuminate
the virtual objects in real-time. This step is very efficient because only two
texture lookups and color multiplications are required. The resulting radiance,
reflected towards the camera, is calculated by Equation 4. The preconvolved
diffuse reflected radiance is obtained from the diffuse irradiance environment map
Ed(n) which is accessed by the surface normal. Radiance, reflected specularly
is obtained from the specular reflection map En

s by using the reflected view
direction ωr . The rendering of the virtual dragon with calculated reflection
maps is shown in Figure 1.
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3.4 Lightmapping

If the virtual object is simply superimposed onto the real image, the light in-
teraction between the virtual and the real scene is missing. In order to address
this problem, we precalculate the visibility by an offline high-quality ambient
occlusion calculation and store it to the lightmaps. Then the diffuse reflected
radiance is multiplied by the ambient occlusion factor for both real and virtual
objects. This enables the self-shadowing of the virtual objects as well as the
local proximity shadows on the real scene cast by the virtual objects. In order
to render the virtual shadows on real objects we need to know the geometry
of the real scene. Currently, we use a proxy geometry which models the real
world. The advantage of multiplication by the shadowing factor is that we can
avoid compositing by differential rendering [26] which requires two rendering
solutions. A comparison of rendering without and with ambient occlusion can
be seen in Figure 3. The image without ambient occlusion does not correctly
indicate the spatial relationships of virtual and real objects because of missing
contact shadows. In contrast to that, the image with ambient occlusion contains
contact shadows which indicate the proximity of the dragon to the real table.

Fig. 3. Rendering in AR without (left) and with (right) ambient occlusion. The image
shows a virtual dragon, a real cup, and a real cube.

3.5 Implementation

The mobile implementation of our method for consistent illumination in AR has
the advantage of high usability. We implemented the shaders for camera image
projection, HDR reconstruction, reflection maps calculation, and rendering with
natural illumination in OpenGL Shading Language and we run them in OpenGL
ES 3.0. Vuforia SDK was used in our implementation to track the real camera
and to achieve a correct spatial registration of virtual objects in the real scene.
Our experiments, described in Section 4, were performed on an NVIDIA Shield
tablet. Rendering of virtual objects is done in HDR which ensures proper re-
flections of light on the surfaces. Finally, a tonemapping is applied to show the
AR image on the mobile display. We use the photographic tone reproduction
method, presented in [30], to convert computed HDR radiances to low dynamic
range intensities.
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4 Results

The results of rendering with consistent illumination by the presented method
are shown in Figures 1, 3, and 4. These figures show that the high dynamic
range of the captured environment map ensures proper shiny light reflections
on the virtual objects. Moreover, precalculated lightmaps create consistent local
proximity shadows which increase visual coherence.

In order to evaluate the quality of the presented method we compared it
to common calculation of reflection maps by the MIP-mapping approach and
to the reference solution, calculated by offline path tracing. The results of this
comparison can be seen in Figure 4. Glossy material with shininess 60 was used to
render a teapot lit by natural illumination. As we can see, our method produces
higher quality than the MIP-mapping based calculation of reflection maps and we
achieve results similar to the reference. The reflections in the MIP-mapped result
are sharper than the reference. Our method correctly calculates the reflections
of the real world on the virtual content. The reference solution also features the
self-reflections which are not simulated by our method.

Fig. 4. Comparison of rending with our method, rendering with MIP-mapped reflection
maps, and path-traced reference. Bottom row shows the reflection map generated by
our method and one generated by MIP-mapping. The material shininess is 60.

We analyzed the performance of our method by measuring the computa-
tional time of each particular step. First, we measured the computational time
of reflection maps calculation. The time measurements for different sizes of the
reflection maps can be seen in Table 1. 8 reflection maps were calculated in each
measurement in parallel. The computational time of reflection maps for lower
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resolutions (≤ 512 x 512) is acceptable for AR applications which can capture
and use the real illumination on site. Additionally, the frame rate of rendering
different virtual objects in AR with our method was measured. The results of
this measurement are shown in Table 2. Our rendering achieves high-quality
results with interactive performance which is essential for AR.

Table 1. Computational time of reflection maps calculation for different output reso-
lutions. Eight reflection maps were calculated simultaneously for each evaluated reso-
lution. The computational time is stated in format minutes:seconds:milliseconds.

Resolution of reflection maps Reflection maps calculation time
32 x 32 00:00:040
64 x 64 00:01:450

128 x 128 00:06:360
256 x 256 00:28:090
512 x 512 02:38:370

1024 x 1024 23:01:650

Table 2. Frame rates of rendering with consistent illumination in AR by our method.
The rendering was done in Full HD resolution.

3D model Number of triangles Frame rate
Reflective cup 25 600 29 fps
Teapot 15 704 30 fps
Dragon 229 236 13 fps

In our evaluation, we also measured the average time in which a non-skilled
user was able to capture the environment map by the presented method. 10 users
(5 men and 5 women) participated in a short experiment in which their perfor-
mance of environment map capturing was measured. None of the participants
used our capturing method before. The average capturing time was 52 seconds
in this experiment. This result demonstrates usability of our method and its
applicability to on-site AR scenarios.

5 Limitations and Future Work

Currently, our implementation uses Phong BRDF to represent the materials. In
future, it can be extended to more complex BRDFs. If additional parameter is
required in BRDF convolution (e.g. in case of BRDFs with Fresnel term), 3D
textures can be used to store the convolved reflection map.

Ambient occlusion, baked into the lightmaps, limits the presented method to
static geometry. This limitation can be solved by using real-time screen-space
ambient occlusion calculation instead of pre-calculated one.
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Fig. 5. HDR reflection maps calculated by our method.

6 Conclusion

This paper presents a two-step method for rendering with consistent illumination
in AR. In the first step, the surrounding illumination is captured into an HDR
environment map. In the second step a set of reflection maps is precalculated
and used for real-time rendering with natural light. Our method uses only a
commodity mobile device and does not require any special hardware. Therefore,
it is highly usable for mobile AR applications. We utilize lightmaps to simulate
the local occlusion of real world objects by virtual geometry. The results show
that the presented method increases the quality of lighting in AR in comparison
to MIP-mapping reflection maps calculation. Finally, multiple presented AR
images demonstrate the quality of lighting by the presented method.
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